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Infinite Time Horizon Oprimization

J* (o) = min 3320 A f 2k, uk)

subject to Tp1 = F(zg, ug) (1)
xo given
U € U(.I‘k)

with 0 < ~ < 1 discount factor.



Bellman Equation

Assume 0 € U(0), f(0,0) =0, F(0,0) = 0 and that f is strictly
positive definite. If there exists a strictly positive definite V' such
that the Bellman equation

V(x)zug%c {f(z,u) +V(F(z,u))}

holds, then

> (@) J*(x) = V(2)

» (b) The minimizing argument in the Bellman equation is an
optimal feedback for (3) that results in a globally
convergent closed loop system if v is sufficiently close to
one.



Value lterations (V1)

Change iteration index in the dynamic programming recursion
so that we iterate forward instead:

Vi1 () = g;}? {fe(@,u) + Vi (Fi(z,u))} ()

with initial value Vy(z) = 0.

If one has a clever guess of an approximate solution to the
Bellman equation, this can be used as initial value instead.



VI for LQ Control

min Yoro AF (foxk + ufRuk)
subjectto zy11 = Az + Buy (3)
xo given

Let Vi.(z) = 2T P,z with Py = 0. Similarly as in LQ Example in
previous lecture

Pey1 =S +vATPLA—+*ATP.B (R + BTP;CB)_1 BTP.A



Proof of Convergence

Based on Bellman operator:

T(V)(z) = min {f(z,u) +V(F(z,u))}.

ueU(x)

Details on white board.



Policy lterations (PI)

Bellman policy operator:
T,(V)(z) = f(z, u(x)) + 4V (F(z, p(2)))
for a given function p.

lterate starting with initial zq:
1. Solve (policy evaluation step)

Vi(x) = Ty (Vie) (),

2. Solve (policy improvement step)

pi1(x) = argmin { f (2, u) + Vi (F(z,u))} -

uelU(z)

Proof of convergence on white board.



LQ Control
Guess that Vi, (z) = 27 P,z and that g (x) = — L.

Policy evaluation step:
2T Py = 27 Sz + 2T LY RLyx + v2T (A — BL,)T P, (A— BLy) x
for given Lj. Solution from Lyapunov equation
P, —~(A—BL,)" P, (A— BL,) = S+ LI RLy,
Policy improvement step:

tk+1(x) = argmin {ZL'TS:L' + u"Ru+ ~ (Az — Bu)' P, (Az — Bu)} .

u

with solution py41(z) = —Li412, where

Lit1 =+ (R+~B"P.B) " BTP,A.



Approximate Evaluation of V;
It holds that (6) implies

Vi(zo) = f (w0, pk(w0)) + vV (F (0, x(20)))
= f (w0, pr(w0)) +yVi (1)

= f (2o, pe(w0)) + v (1, (1)) + Vi (22) -
8

f (@i, () + 9N Vi (2v),

MZ

=0

where ;11 = F(x;, ux(x;)).

In case N is large and py, is stabilizing we have that x is close
to zero and that also Vi (xy) is close to zero.

Approximate evaluation of Vi (xo) obtained by simulating the
dynamical system and add up the incremental costs.



Approximation of V
Let

N—-1
=) A f (i ()
Z=

where ;11 = F(x;, ux(x;)), zo = 2%, 1 < s < r.

Let V(z, a) be a linear regression or an Atritifical Neural Network
(ANN) with parameter a that should approximate V;, in (6).

Find the approximation of V. by solving

J AN 2
minimize — V(2% a) — p;
2 ; ( v ’f)

with variable a. The solution is denoted a;. Then perform exact
policy improvement step

i (2) = axgmin { f(@,0) + 9V (F(,u),a0) . (9)
uelU(x)



Approximate LQ Control

Assume one input and two states and let
o(x) = (22,23, 22122)." Let

V(z,a) = a"p(x),
With
e
asz az
we have ) .
V(x,a) =z Px.

Hence true value function V(z) = x” Pz and approximate value
function V(z, a) agree if P = P.

"Notice that the indices refer to components of the vector and not to time.



Approximate LQ Control ]
With an abuse of notation a;, € R®, which defines P, is
obtained as solution to Least Squares (LS) problem

minimize — Z Ja — B7)°

with variable a. The solution a; satisfies normal equations
O Dpay, = f B,

where
p" (") B
), = : , Be=1":1,
e"(a") Bs
and where

N-1
B = Z v (@] Sxi + p(@:) Ry (4))
i=0

and where x; 11 = Az; + Bug(z;) with initial values z*.



Approximate LQ Control
It is crucial to choose z* such that ®] @, is invertible, which
holds if » > 3.

We define
Qr(z,u,a) = f(z,u) + vV (Az + Bu,a)
= 278z + u" Ru + v(Az + Bu)' P(Az + Bu)
B m ! {S +7ATPA  4ATPB ] m
T u vBTPA  R+~BTPB ‘

(10)

She solution to (9) is given by

pis1(z) = argmin Qg (2, u, ay) = —y(R +yBT P,B) ' BT P, Az
u

assuming R + vB” P, B positive definite. Hence

p1(r) = —Lyqq,

where Ly 1 = vy(R+ 'yBTF’kB)_lBTﬁkA_



