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1. (a) Solve the optimal control problem

minimize
∫ T

0

(
x(t) + u2(t)

)
dt

subject to ẋ(t) = x(t) + u(t) + 1,

x(0) = 0.

(6p)
(b) Find the extremal of the functionals

i.
∫ 1

0
ẏ dt

ii.
∫ 1

0
yẏ dt

when y(0) = 0 and y(1) = 1. (4p)

2. A spacecraft approaching the face of the moon can be described by
the following equations

ẋ1(t) = x2(t),

ẋ2(t) = cu(t)
x3(t) − g(1 − kx1(t)),

ẋ3(t) = −u(t),

where u(t) ∈ [0, M ] for all t, and the initial conditions are given by

x(0) = (h, ν, m)T

with the positive constants c, g, k, M, h, ν and m. The state x1
is the altitude above the surface, x2 the velocity and x3 the mass of
the spacecraft. Calculate the structure of the fuel minimizing control
that brings the craft to rest on the surface of the moon. The fuel
consumption is ∫ T

0
u(t) dt,

and the time T is to be optimized. Show that the optimal control law
is bang-bang with at most two switches. (10p)
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3. A decision maker must continually choose between two activites over a
time interval [0, T ]. Choosing activity i at time t, where i = 1, 2, earns
a reward at a rate gi(t), and every switch between the two activity
costs c > 0. Thus, for example, the reward for starting with activity
1, switching to 2 at time t1, and switching back to 1 at time t2 > t1
earns total reward∫ t1

0
g1(t) dt +

∫ t2

t1
g2(t) dt +

∫ T

t2
g1(t) dt − 2c.

We want to find a set of switching times that maximize the total re-
ward. Assume that the function g1(t) − g2(t) changes sign a finite
number of times in the interval [0, T ]. Formulate the problem as a
optimization problem and write down the corresponding dynamic pro-
gramming recursion.
Hint: Let t1 < t2 < . . . < tN−1 denote the times where g1(t) = g2(t).
It is never optimal to switch activity at any other times! We can there-
fore divide the problem into N −1 stages, where we want to determine
for each stage whether or not to switch. (10p)

4. (a) Consider the Bellman equation

V (x) = min
u

Q(x, u)

where Q(x, u) = f(x, u) + γV (F (x, u)) for some functions f and
F . Show that the following equation holds

Q(x, ū) = f(x, ū) + min
u

γQ(F (x, ū), u)

if the Bellman equation holds. (4p)
(b) Let TQ be defined as

TQ(Q)(x, ū) = f(x, ū) + min
u

γQ(F (x, ū), u)

and show that

TQ(Q1)(x, ū) ≤ TQ(Q2)(x, ū)

for all (x, ū), if Q1(x, ū) ≤ Q2(x, ū) for all (x, ū). (6p)
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