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1. (a) Find the control signal u(t) expressed as a function of the states
x(t) which satisfies the optimal control problem

minimize
u(·)

x(T ) +
∫ T

0

u2(t)
x(t) dt

subject to ẋ(t) = −u(t),

for a fixed T , using the pmp. (5p)
Hint: The adjoint equation is a separable ode.

(b) Find the extremal to the functional

J(y) =
∫ 1

0

(
ety + ẏ2

t

)
dt,

satisfying y(0) = 1 and y(1) = 0. (5p)

2. (a) The system
ẋ = u

is controlled to minimize the criterion∫ ∞
0

(x2m + u2) dt

where m is a positive integer. Derive a control law u = k(x) that
minimizes the criterion. (5p)

(b) Consider an analogous discrete time problem. Minimize

N−1∑
0

(x(t)2m + u(t)2) + x(N)2m

for the system
x(t+ 1) = x(t) + u(t)

Write down the dynamic programming recursion for solving the
problem. Explain why it is difficult to solve the problem explicitly
if m > 1. (5p)
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3. Consider the optimal control problem

minimize
∑∞

k=0 x
2
k + u2

k

subject to xk+1 = xk + uk

x0 given
uk ∈ [−1, 1]

(a) Compute an optimal feedback policy uk = µ(xk)) for this problem
when the control signal constraint is neglected. Hint: try the
value function J(x) = px2, where p > 0. (4p)

(b) Now, consider the case with constraints on the control signal.
Compute an approximative solution by solving

min
−1≤u≤1

{
x2 + u2 + J(x+ u)

}
where J(x) is defined as in the hint above. (3p)

(c) Prove that the closed loop system using the feedback of the pre-
vious subproblem is stable. (3p)
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4. Consider the dynamical system

d2y(t)
dt2

= u(t) + k

where |u(t)| ≤ 1 is the control signal and where 0 < k < 1 is a known
constant. You should solve the optimal control problem

minimize
|u(t)|≤1

∫ T

0
|u(t)|dt

subject to the above dynamics with known initial values y(0) and ẏ(0)
and such that y(T ) = 0. The final time T should also be optimized.

(a) Use PMP to show that the optimal control signal is of the form

u(t) =
{
−1, 0 ≤ t ≤ t1
0, t > t1

for some t1. (4p)
(b) Show that the following feedback policy is optimal

u(y, ẏ) =
{

0, y ≤ 0 or y ≤ ẏ2

2k and ẏ ≤ 0
−1, otherwise

(4p)
(c) Consider the case where it is additionally required that ẏ(T ) = 0.

What form does the optimal control signal now have? (2p)
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